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A muon tracker was developed using three polyvinyl toluene scintillator panels instrumented with photomultiplier tubes (PMTs) mounted at the corners. Panels are mounted in parallel on an aluminum frame which allows for simple adjustment of angle, orientation and separation distance between the panels. The responses of all PMTs in the system are digitized simultaneously at sub-nanosecond sample spacing. Software was developed to adjust settings and implement event rejection based on the number of panels that detected a scintillation event within a 400-nanosecond record. The relative responses of the PMTs are used to calculate the position of scintillation events within each panel. The direction of the muons through the system can be tracked using the panel strike order. Methods for triangulation by both time-of-flight (TOF) and PMT magnitude response are reported. The time triangulation method is derived and experimentally demonstrated using parallel cables of differing length. The PMTs used in this experiment are only optimized for amplitude discrimination, not for time spread jitter as would be required to implement TOF methods into the scintillator panels. A Gaussian process regression machine learning tool was implemented to learn the relationship between PMT response features and positions from a calibration dataset. Resolution is analyzed using different numbers of PMTs and low-versus-high PMT sensitivities. Muons traveling in forward and reverse directions through the detector system were counted in all six axis orientations. The muon detector was deployed for 28 days in an underground tunnel and vertical muon counts were recorded.
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Introduction

Muons are elementary particles commonly created by cosmic rays interacting with the upper atmosphere and neutrino interactions within the earth [1-4]. High-energy muons can travel through the atmosphere and penetrate several kilometers into the crust of the Earth. While these particles weakly interact with matter, their lifetime and deflection angles are sensitive to path length and material density, making them suitable for some imaging applications. Density variations of material between the muon source and detector can be measured from the muon flux rate at
different locations, in many ways like medical x-ray or computed tomography scans [5-11]. Muons were first used for geologic characterization to measure the overburden of a tunnel [12], which provided a faster and more cost-effective method than drilling for depths greater than 15.24 m (50 ft). Alvarez et al. [13] used muons to search for hidden chambers within the Egyptian pyramids. Muon imaging techniques have also been applied to the investigation of volcanoes [14,15]. In recent years, research in using muons for noninvasive geophysical imaging applications has expanded [9,16-22]. Muon imaging techniques have also been applied to material investigation of objects [8,11,23,24], nuclear fuel verification [25], searching for nuclear threats [26], and transportation monitoring [27-29].

Much of the work in muon tomography has been done using muons traveling at low zenith angles (close to vertical) where contamination from muons traveling from the direction opposite the target are negligible. For this reason, maintaining low zenith angles simplifies instrumentation timing needs. If, however, the detector is mounted horizontally (zenith angle = 90 degrees), muons will pass through the detector from both directions, contaminating any image which assumes unidirectional paths. With a sub-nanosecond sample rate, precise cross-channel synchronization in the digitizer, length-matched coaxial cables, and careful construction/calibration, the system described here can determine the forward/reverse directionality of particles traveling through the panels. This capability eliminates image contamination from the opposite direction and potentially enables simultaneous imaging from both directions.

One of the most common architectures of muon path detectors employs strips of scintillator material [17,26,30-33], arranged in orthogonal rows with a dedicated photomultiplier tube (PMT) monitoring scintillation events, or “strikes”, on each strip. In these “hodoscope” systems, a planar strike coordinate registers when a set of PMTs respond at the “same” time. This method enables position tracking of muons passing through the detector plane, with resolution limited by the size and number of strip/PMT pairs employed. To avoid space congestion, light produced from an event can be guided from scintillator to PMT using fiber optic lines. Similarly, scintillator strips or solid panels have been used with an installed pattern of wavelength shifting (WLS) fibers on the surface [34-36]. The fibers absorb light from the scintillator and re-emit light in a different wavelength which is monitored with PMTs. Each of these systems has been demonstrated successfully but they are often mechanically complex and therefore costly, especially when resolution and path tracking improvements require substantively more scintillators and/or PMTs.

Another proven hodoscope-type muon tracking system uses a grid of drift chamber tube detectors. Drift chambers consist of wires tensioned in the center of a cylindrical chamber that is filled with specialized gas and subject to a uniform high voltage electric field. Gas ionization cascades caused by passing muons can be detected with coupled instrumentation on the wires. The distance from the tangential muon path to the central wire location can be determined if an accurate drift time calibration is available. In drift tube tracking systems, muon tracking resolution can be improved by determining the best straight line fit to the possible tracks from the activation pattern of a given event [23]. Drift chamber muon tomography systems can be very accurate but are also heavy, require many channels, and must be carefully assembled and maintained to prevent failure due to gas leakage.

A recent simulation study [37] suggests the feasibility of muon detection systems based on the concept of scintillation cameras [38] using large sheets of plastic scintillator material with a low number of PMTs. For a given resolution, these systems can be a great deal less expensive and complex than their hodoscope counterparts. The approximate X and Y positions of scintillation events are interpolated from relative activations of the surrounding grid of PMTs. Thus, detected strike positions in scintillation camera architectures more closely resemble probability clouds than precise pixel resolutions. With multiple stacked panels, a best fit straight-line technique like that of the drift chamber method can be employed to improve tracking resolution. The system described in this report is based on these concepts but expanded into practice to serve as a practical development platform to investigate possibilities and limitations of the technique for muon
instrumentation. Additionally, the system described here uses PMTs mounted to the corners of the panel, rather than as a grid on the surface, to simplify panel stacking and employ minimal PMTs.

Compared to layer addition in scintillator strip methods, panels can be added to the system to increase resolution with low additional cost. Furthermore, precise calibration of previously installed panels may make self-calibration of new panels possible by installing them between calibrated panels such that muon trajectories through the new panel are known. As another possible feature, a configurable panel system can be arranged into separate stacks, enabling non-invasive imaging of items by angle deflection from one stack to the next like what has been accomplished with drift chambers [8,23].

The system is implemented with three panels stacked on a modular frame to facilitate simple adjustment of acceptance angle and orientation. For position localization, it uses a regressive machine learning algorithm. Techniques and derivations are discussed for event localization and empirical data and practical observations are presented.

**Materials and Methods**

**Mechanical Description and Frame Assembly**

The core features of this muon detector are its three parallel, solid panels of plastic scintillator. Each scintillator panel is square (76x76x2 centimeter, LxWxH) - (30“ x 30” x 0.8”) with chamfered corners for PMT mounting. ET Enterprises series 9266B 2-inch photomultiplier tubes are used to convert light signals from scintillation events into electrical signals. It has been suggested that summation of signals from two smaller PMTs mounted at each corner may improve performance and/or lower cost but for simplicity in this early work, a single PMT at each corner was used. Figure 1 depicts the completed muon detector in operation.
The plastic scintillator material is EJ-200 by Eljen Technology and consists of polyvinyl toluene with organic fluors and a scintillation efficiency of 10,000 photons/MeV. The optimum scintillator wavelength band is approximately 400 nm to 500 nm with maximum emission at 425 nm. The rise time is 0.9 ns and the decay time is 2.1 ns with a pulse width of 2.5 ns measured at full width at half maximum (FWHM). Other scintillator options may improve performance in future work but EJ-200 was selected in this prototype evaluation for the versatility afforded by its combination of long optical attenuation length and fast timing.

To minimize the loss of photons produced during a scintillation event, the PVT was covered with 0.0254 mm (0.001”) thick commercial grade aluminum foil on all sides of the panel except for the PMT-accepting chamfers. The aluminum foil was then overlaid with a protective sheet of 0.762mm (0.03 inch) black vinyl. The spacing between PMT centers constitutes a square grid with side length of approximately 71.1 cm (28 in). In other words, adjacent PMTs have center-to-center spacing of L while cross-corner PMTs have spacing of L. Originally, three PMTs per panel were attached to the chamfered section of the PVT using a light guide bonded with EJ-500 clear, colorless optical cement, with the fourth corner left blind. A fourth PMT was later added to the blind corner for further investigation. EJ-500 cement was chosen because of its similar refractive index to the PVT scintillator panel (1.57 for the cement vs. 1.58 for the panel).
Each PVT/PMT subassembly is secured within a square frame that attaches to the larger aggregating frame (upper frame). The scintillator panel assemblies can slide lengthwise along the upper frame and be locked into position, creating a range of inter-panel spacing from approximately 7.62 cm (3 in) to 187.2 cm (73.7 in). Calculating from the inscribed circle of the square panels, this panel spacing range allows acceptance angle settings between approximately 44° and 169°. The overall detector frame can rotate relative to its base frame via a pair of bearing assemblies. The panel normal can be rotated in 5-degree increments through a full 360°.

The detector frame is constructed primarily from 6105-T5 aluminum extrusion. The complete assembly reaches a maximum height of 282 cm (111 in) and weighs approximately 340 kg (750 lb). In a vertical orientation, the assembly footprint is 152.4 cm (60 in) by 165.1 cm (65 in). The structure is designed to be modular, with the ability to install additional panels and to reposition them easily. The framing follows a design intended to facilitate rapid modification for deployment in unsheltered environments (i.e. field deployments). The consequence of providing an option for exterior deployment is a highly rigid frame with load ratings suitable to withstand high force winds, provided that suitable ground anchoring has been achieved. For indoor settings, the base frame is assembled with casters to enable easy movement. Because the lower frame is mounted on wheels and the upper frame is supported at its mass center, the detector can be easily repositioned (translation and rotation) by a single person.

The PMTs require high voltage (HV), low current power; depending on the desired sensitivity, the required voltage can range from 500 V to 1500 V direct current (DC). Small footprint, high-voltage HVM2000/12P power supplies are mounted on the frame near each PMT. The voltage can be adjusted from 20 V up to 2000 V to vary PMT sensitivities. To set PMT gains for these experiments, a mock muon source (discussed below) was placed on the panel near each PMT and the gain was adjusted to just below the signal clipping threshold. After each PMT was set near clipping, the source was placed on the center of the panel and the gains of each PMT were lowered to a point where their responses were nearly identical. Exact gain voltage values were not collected. The power supplies are energized by a 12 V line running along the detector frame and are connected to the PMTs using safe high voltage connectors (SHV). The sensitivity of each PMT is controlled by the excitation voltage provided by the HVM2000 power supply. Because each PMT has an independent power supply, each tube can be set individually.

The signal output of each PMT is connected to the data acquisition system (DAQ) through Bayonet Neill-Concelman (BNC) connectorized coaxial cables that are nearly identical in length and construction. The PMTs output electrical current pulses, which are then converted to voltage for recording. The current to voltage conversion is accomplished by termination with a 50Ω BNC feed-through adapter at the digitizer input.
Figure 2. Block schematic of instrumentation system and model of detector frame.

The instrumentation and controls of the detector are located on a cart holding a direct current (DC) power supply, computer, monitor, and a National Instruments data acquisition system. Figure 2 for operation, and an oscilloscope and function generator for analysis purposes; all systems are powered using an uninterruptable power supply. Data is recorded using three National Instruments PXIe-5160 digitizer cards mounted in a PXIe-1073 chassis. Three separate cards were used to allow expansion to a configuration with 12 PMTs instead of 9. Configurable collection parameters including trigger threshold, sample rate, record length, muon discrimination, etc. are controlled with LabVIEW. Unless otherwise specified, data presented here were collected at 1.25 GS/s sample rate per channel. With digital upsampling, the time resolution of an individual pulse can be increased in post-processing as a convenient processing feature but is not relied upon for arrival time determination. The channels are synchronized to within 5 picoseconds, meaning that channel synchronization in the digitizer does not limit timing resolution. An event is triggered when the signal from one PMT on the center panel crosses a user-defined threshold. Each triggered event causes all channels in the system to synchronously record for 400 ns, 200 ns prior to trigger and 200 ns after trigger. Subsequent logic is applied in the collection software to only save event waveforms that meet a set of user-defined conditions (i.e. if greater than 6 PMTs responded in the record). A response on 6 PMTs guarantees the activation of at least 2 panels in the system. System configuration parameters including trigger thresholds and save logic are recorded in a configuration file stored with each dataset.

Panel Strike Order

Tracking the strike order of the panels enables rejection of noise from muons traveling in reverse through the tracker system, simultaneous imaging on both sides of the detector, and assessment of muon counts in either direction through the system.

A common method of PMT pulse timing on scintillators is to use a constant fraction discriminator (CFD). There are several variants of CFD systems, generally implemented using a dedicated separate piece of equipment. One example of an analog CFD operates by splitting each PMT pulse signal, attenuating one half and delaying the second half, and then using an analog comparator on the two signal halves to trigger when the amplitudes cross one another. Effectively, CFD systems trigger when the PMT signal reaches a defined fraction of the initial pulse height. The CFD technique reduces timing errors (“time walk”) which arise from different gain settings or pulse shapes. For example, if two PMT pulses are timed when the signals crossed a set voltage threshold,
the PMT signal with higher amplitude may trigger earlier than the lower amplitude PMT signal, even if the signals were simultaneous. However, if the same signals are timed when they cross 20% of their respective pulse heights, time walk errors can be reduced or eliminated.

Because full PMT signal waveforms were digitized with a high sample rate data acquisition system, a CFD technique was applied digitally for each record in post-processing using MATLAB, rather than with a separate piece of equipment.

Figure 3. (A) Example data of one muon traveling through the detector with a recorded event on all nine PMTs. PMTs on Panel 1 are red, Panel 2 blue, and Panel 3 green. (B) The same data normalized by the maximum of each record. (C) Same data passed through bidirectional digital FIR filter. (D) Same data filtered and normalized by pulse peak. Sample spacing is 0.2 ns in these records due to upsampling

Overall, pulse shape was consistent in muon data collected with this system Figure 3, which further reduces time walk error. Normalization by the pulse peak clarifies that all nine PMT pulses are of similar shape and rise time.

With a maximum scintillator panel spacing of 187.2 cm (73.7 in) in this frame and a rated time spread of 2 ns in these PMTs, forward/reverse direction assessment through the detector is still not completely reliable. The calculated minimum time difference between the arrival of signals at PMTs on the two most distant panels is close to the combined time spread of two PMTs. If the earliest response on each panel is used to clock arrival at that panel, then the time difference between panels at the farthest ends of the frame can be as low as approximately 2.8 ns (muon strikes blind corner of the first panel, travels between panels, then strikes near a PMT corner on the third panel). In the described scenario, the muon travels 202.4 cm from the blind corner of the first panel to a PMT corner of the third panel, taking approximately 6.8 ns at 0.994c. However, the time for the scintillation light signal to travel through the panel to the PMT must be considered. The speed of light in the EJ-200 PVT material, based on the published refractive index, is approximately 0.633c. As the published refractive index is likely based on the standard 589 nm light measurement, the peak 425 nm scintillation light in the panel is expected to be even slower. Furthermore, as discussed in the timing section, only a small portion of scintillation light is
expected to take a direct path from event to PMT, meaning that much of the signal will experience reflections and travel farther within the panel, further slowing signal propagation. Using liberal assumptions of only direct path photons and the 0.633c speed value, the time for light from a scintillation event to travel one edge length of 76 cm through the panel is approximately 4.0 ns. Muon path described above, the difference in signal arrival time at the PMT on panel 1 and that on panel 2 is only 6.8–4.0 = 2.8 ns. However, if the median PMT arrival time on each panel is used for timing, the lowest time difference is approximately 4.4 ns. Considering the same muon path as above, signal arrival at the median PMT on the first panel would be the same value of ~4.0 ns after the scintillation. The muon would travel for the same ~6.8 ns to a PMT corner on panel 3, but now the scintillation light on panel 3 must travel a panel side length to reach the second PMT, and thus the arrival occurs approximately 4.0 ns after the scintillation. Effectively, the signal propagation times in panel 1 and panel 3 cancel and the difference in arrival from panel 1 to panel 3 is measured as 6.8 ns. In the worst-case scenario for the median approach, a muon strikes the blind corner of panel 1 and strikes the center point between two PMTs on an edge of panel 3. In this case, the median arrival on panel 1 is 4.0 ns after scintillation, the muon travels ~191 cm or ~6.4 ns, and the median arrival on panel 3 is ~2.0 ns after panel 3 scintillation. In this case, the system would register arrival time difference of 6.4-4.0+2.0 = 4.4 ns. Compared to 2.8 ns, the 4.4 ns time difference decreases errors expected from PMT jitter. For this reason, and for reduction of effects from noise or statistical variations of input signals, the median arrival on each panel was used for panel timing.

Even with the median arrival, the PMT time spread can affect the determination of forward versus backward traveling muons. For all data analysis in this report regarding forward and reverse muon counts, direction was only recorded if the signal arrivals on distant panels were calculated to be greater than 4.8 ns (6 digitizer samples) apart. This value was chosen because it is one sample longer than the 4 ns window afforded by the ~88% within ±2 ns time spread jitter value. Knowledge of the strike location on each panel would enable minimization of these timing effects and will be included in future work.

**Single-Panel Interaction Position Determination**

**Triangulation by Timing**

After a scintillation event, many photons take a long path with reflections within the panel before reaching each PMT. Only a small portion of the photons produced will take a direct path to each photo-detector, making direct triangulation by timing dependent on either the detection of these photons or on uniform pulse shapes from the scintillator panel. In addition to the low signal, the time spread jitter of the PMTs can introduce large errors in photons time-of-flight (TOF) triangulation. The PMTs used in this experiment are not optimized to minimize timing jitter. However, with the assumptions that the direct path photons are detectable or that pulse shapes are consistent throughout the panel, and that the error from time spread jitter is low, the position of the muon interaction point on a panel can be triangulated by direct derivation using the response timing of a minimum of three PMTs. On a single panel, fewer than three PMTs will create non-unique solution possibilities.

Because the zero time of the muon strike is not known, the position calculation depends on the differences in arrival time at each PMT. Knowing the refractive index of the scintillator plastic, differences in signal arrival time at each PMT can be converted to differences in distance traveled from the scintillation location. A system of equations can be solved for the X and Y positions of the scintillation event as shown in in Fig. 4 with accompanying equations.
Figure 4. Derivation diagram for triangulation by difference in distance to each PMT. In these equations, \( d_1 \), \( d_2 \), and \( d_3 \) are not variables. Rather, differences in length \((d_1 - d_2)\) and \((d_3 - d_2)\) are measured quantities produced by the instrumentation from the difference in arrival time at their respective photo-detectors and the known speed of light in the scintillator. \( L \) is the side length of the panel. The closed-form solution to these simultaneous equations for \( X \) and \( Y \) is too long to reproduce here.

To experimentally test the derivation in Figure 4, the equations were used to triangulate a simulated muon strike from photons time-of-flight (TOF) information in the following way. Photon TOF was simulated by the propagation delay though varying lengths of coaxial cable. Three different lengths of coaxial cable were connected in parallel to the output of a function generator with BNC connectors. The lengths were selected to coordinate with a given position on the panel (Fig. 5). Short electronic pulses (~30 ns) created on a function generator were sent through all three BNC cables simultaneously using a signal splitter. The other end of each cable was connected to separate inputs on an NI PXie-5160 card of the DAQ. The muon data collection equipment was set with similar parameters to those for recording muon scintillations. Pulses from the BNC cables were digitized. The DAQ sample rate is high enough to detect the difference in signal delay through each of the cables. Because the pulses used were repetitive and identical, random interleaved sampling could be employed on the DAQ to increase the sample rate up to 5 GS/s on each channel.

To convert differences in cable propagation delays into differences in cable lengths, the differences in arrival time were multiplied by the published propagation speed of electric fields in RG-58 coaxial cable; \((0.659c)\) where \( c \) is the speed of light in vacuum. The obtained propagation length differences \((d_1 - d_2)\) and \((d_3 - d_2)\) were entered into the solution equations to the simultaneous set shown in Figure 4 and the “strike” position was computed. An error of less than 1 cm (0.39 in) was calculated from the computed position to the known correct position. A full statistical analysis was not performed in this proof of concept test. This small error is most likely due to error in the physical measurement of the cable lengths but may also be attributed to variance in construction of the cables, the signal splitter, or error in arrival time computation.
The speed of electric field propagation in the coaxial cable used (0.659c) is close to the speed of light through the PVT scintillator plastic (0.633c). This experiment demonstrates the efficacy of the TOF position triangulation derivation and of the muon recording instrumentation to resolve timing on the scale necessary. The 9266B PMTs in the present system have a time spread jitter of ~4 ns (given in discussion with the manufacturer), which is too high to resolve panel strike position with this method reliably; however, with the addition of PMTs with lower jitter, direct TOF triangulation may be possible. For clarification, the time spread jitter was given as the full width half maximum (FWHM) of the expected probability curve of arrival times from a repeated input. The FWHM equates to 2.35 standard deviations which means that ~88% of transit times are expected to fall within ±2 ns. Due to this equipment limitation, the remainder of this paper focuses on triangulation by signal magnitude.

Position Calculation by Amplitude

The approximate position of the muon interaction point on the plastic scintillator can be determined using the magnitudes of the surrounding PMT responses. Initially, a similar derivation to that in Figure 3 was calculated based on the hypothesis that signal magnitude would scale in a simple predictable manner (i.e. inverse square) with distance from the PMT. However, empirical data showed that the signal magnitude did not scale in a simple manner with distance in these panels. With a light pulse source (discussed below) moved outward from a PMT, measured magnitudes vary nonuniformly with source position on the panel. This nonuniform relationship is likely attributed to nonuniform reflective panel covering, small inconsistencies in the light introduction through holes in the covering, PMT mounting angle variance, or other assembly effects. In a subsequent test, coverings were removed entirely from one panel and replaced with opaque black mat roofing paper with no reflective layer. While the signal was more predictable in the black mat panel, local maxima and minima in the data were still observable and repeatable (Fig. 9). With these results, direct
The mathematical derivation of strike position was abandoned in favor of a machine learning approach for evaluation of the present system.

Using a machine learning approach, the ideal way to both calibrate and determine the precision of the detector is to use a controlled muon beam. Not only would the exact strike position be known, but also the exact path the muons take through the detector. A secondary option would be to use a proven muon tracker placed on top of the new tracker with simultaneously triggered instrumentation to enable knowledge of the direction and location of naturally occurring muons passing through both systems. Without a muon beam or other proven tracker, calibration is limited to a panel-by-panel technique. One such calibration technique is to use a small piece of scintillator material with its own PMT connected to the same instrumentation system as the tracker and to only collect the muons that pass through both the small scintillator piece and the muon detector. This technique would use real muons to calibrate the system but was not used in this report due to lack of available equipment and the long collection times required to generate a sufficiently large dataset across the panel for training a machine learning algorithm. This coincident scintillation calibration technique will be revisited in future work. One discrete panel calibration/precision estimation technique which is used in gamma cameras is to use a source of ionizing radiation that will produce scintillation events in known locations. The PMT responses can be recorded for known source positions on the panel and the weighted sums can be adjusted so the computed position matches the known position of the source. Practical considerations for this work did not allow for use of an ionizing radiation source.

In lieu of an ionizing radiation source or other calibration equipment, a programmable flashing light emitting diode (LED) (470nm) was used to emulate scintillation events at known locations across the panel. The LED pulse parameters were set to closely mimic the PMT response of muons previously recorded with the system. The pulse parameters on the function generator powering the LED were set to a pulse width of 50 ns and voltage of 2.2 V. The LED can be pulsed much faster or slower and can be made brighter or dimmer if desired for a specific calibration dataset.

Figure 6. Hole-grid calibration sheet installed on the PVT panel. The holes are covered with individual tabs of black electrical tape. The flashing LED is mounted inside the black rubber puck shown.
To enable collection of LED calibration data, the original covering of the panel was replaced with a covering constructed of approximately 1 mm (0.04 in)-thick black acrylonitrile butadiene styrene (ABS) with a 9x9-point grid of 1.5 mm (1/16 in) diameter thru-holes (Fig. 6). As can be seen in Fig. 6, all grid points in the calibration panel except for the point being interrogated are covered with black electrical tape.

![Image of calibration panel with grid and electrical tape](image1)

**Figure 7.** Original industrial aluminum foil wrapping beneath the outer black plastic layer (Left) and Mylar wrapping installed with calibration hole grid sheet (Right).

Installation of the calibration grid required that the previous covering of black vinyl and aluminum foil was removed, exposing the bare PVT and displaying the construction of the opposite aluminum foil covering Figure 7. The non-uniform surface of the aluminum foil prompted its replacement with Polyethylene Terephthalate, commonly known as Mylar®, which also proved difficult to keep flat without the use of adhesives or rigid cladding. In order to keep the reflective properties of the material the same on both sides of the PVT, Mylar sheeting was installed on the reverse side of the panel as well. Mylar has a reflectivity of approximately 0.98 versus 0.88 for the aluminum foil. Its introduction into the system could potentially be used to improve photon collection efficiency.

The collected calibration dataset from LED pulses was used to train a machine learning algorithm to learn the relationship between PMT data features and the known X and Y positions of the source. This learned relationship of inputs to outputs was then applied to another LED dataset to test the trained system. Data features extracted from the PMT data included pulse height, normalized pulse heights, pulse height differences, FWHM of the pulses, and arrival times. Each of these features was assessed for performance improvement of the machine learning tools but some features (i.e., arrival time and full width half max) showed no improvement, as expected from the consistency of pulse width and the large time spread jitter. Machine learning tools explored included support vector machines (SVM), artificial neural networks (ANN), and gaussian process regression (GPR). One SVM tool tested was the Joachims svm-light tool [39]. All other machine learning tools, including another SVM, were implemented from the machine learning toolbox in MATLAB. Although all these techniques were successful, the GPR method proved most accurate with these data.

While the Mylar is flatter and more reflective than the original aluminum foil, it still proved difficult to eliminate the wrinkles created in the Mylar surface in the compression mounting of the frame. The primary obstacle that arose was a bowing outward of the ABS sheet to which the Mylar was partially glued, which acted to create a series of large wrinkles on the Mylar surface. A better method would be to use a reflective coating on the PVT rather than a mechanically wrapped sheet.
or to use one of the following techniques: 1) use a more rigid sheet of ABS or backer material; 2) use a framing system that does not use compression; or 3) abandon reflective coating altogether and use only an opaque covering to avoid problems arising from inconsistent reflection.

Even with the wrinkled reflective material and local maxima and minima across the panel, the machine learning algorithm proved capable of accurately localizing LED flashes throughout the surface (shown in Results). This LED calibration data demonstrates that scintillation camera methods can be implemented successfully using few PMTs mounted on the corners of intact panels of scintillator material.

**Three-Dimensional Muon Path Computation**

As the machine-learned panel models have so far only been implemented using brief LED flashes rather than real scintillation events, three-dimensional muon paths in this report were computed for evaluation and conceptual demonstration only. The GPR model from the LED calibration was applied to each panel and all three X-Y strike positions were computed from real muon data. Panel spacing was entered into a MATLAB program along with the computed X-Y positions of muon strike locations on each panel. A three-dimensional line was fit to the data from each muon and plotted. These data are compared to simulated random muon tracks through the same detector configuration. Extensive improvements will be made by calibration with muon scintillations and confirmation of muon paths through the detector for use in imaging applications; this is the subject of future work.

**Underground Tunnel Deployment**

In a test field deployment, the muon detector system was deployed for 28 days approximately 59 m underground in the TA-41 tunnel at Los Alamos National Laboratory. Muon counts were recorded in the upward and downward direction throughout the deployment.

The system was driven from Albuquerque, NM to Los Alamos, NM and unloaded from the truck with a fork-lift. The upper frame of the detector was detached from its base frame in order to fit in the tunnel. Casters on the upper frame allowed the system to be wheeled down the flat concrete floor of the tunnel. Without the lower frame, data could only be collected in the vertical orientation. All data was collected in a configuration with the top and bottom panels as far apart as possible (~187 cm) and thus minimum acceptance angle (~44°) of the system, as this allows for the most reliable up versus down assessment.

The position of the detector in the tunnel corresponds to a position of previously published muon work from the same tunnel [7,16]. The position was 62 m into the tunnel with an approximate overburden of 59 m to the surface in volcanic tuff geology.

**Results**

**General System Performance**

This prototype muon detector system works well as an early prototype and serves as a valuable platform for concept evaluation and informing future development. The system may be notably improved in future works based on what was learned here.

The mechanical frame assembly made for easy positioning of the detector by rotational orientation, tilt angle, and acceptance angle by a single person if necessary. Simple modifications could be made to the system to allow for all orientations to be mechanized and controlled digitally.

The electronics and instrumentation system performed as expected. Individual gain control on all
channels was possible using the small high-voltage power supplies. All PMT channels could be digitized simultaneously with full waveform digitization and sample spacing of 0.8 ns after being triggered by a single PMT in the system. User defined settings in the LabVIEW software defined the signal trigger threshold and discrimination of whether the event was stored by the number of PMTs which responded within the length of the digital record.

Forward-Reverse directions through the detector system were successfully tracked for approximately 78% of muons in the laboratory and tunnel. The time spread of the PMT responses limits muon timing in the detector. Many muons have arrival differences below the 4.8 ns discriminated signal arrival difference and were counted as unresolved direction.

The system was successfully deployed in the TA-41 tunnel at Los Alamos National Lab and remained stable collecting data without interference for a period of 28 days when it was turned off. Upward and downward muon tracks were recorded and counted.

Triangulation of an electromagnetic signal source in the panel by direct mathematical derivation using TOF was successfully demonstrated. The instrumentation was set to 0.2 ns sample spacing in this experiment and the source was a short electrically simulated muon pulse sent through slightly different lengths of coaxial cable. The computed triangulation point was within 1 cm of the location measured with a measuring tape. While the method clearly works using cables, this time triangulation technique was not possible using these PMTs owing to the time spread jitter of the sensors. Low jitter PMTs (<0.1 ns) may enable this technique for muon localization on bulk scintillators in future work.

Muon interaction point with a panel was determined by the relative magnitudes of the responses on each PMT on the panel through machine learning techniques. Machine learning algorithms were able to learn the relationships between inputs and outputs of a training dataset and then apply those learned patterns to a test dataset.

Three-dimensional muon path tracking was implemented as a conceptual demonstration by fitting best fit lines to the X-Y position computed on each individual panel. While tracks were computed successfully, their accuracy was not tested, and we think can be greatly improved with very simple modifications such as adding a fourth PMT to the blind corner of each panel, creating training datasets from real muons using small coincident scintillator blocks instead of LED pulses, replacing wrinkled foil with rigid or painted or nonreflective coverings, using smaller panels, and adding more panels for the line fit.

### Directional Determination and Underground Test

With the addition of multiple panels, muon paths can be computed, acceptance angle can be adjusted, direction through the detector can be determined, and scintillation events that do not pass through all (or a given subset) of the panels can be rejected. All such features were tested successfully with the present system.

The direction of a muon through the system can be determined from the synchronized dataset of PMT responses. A constant fraction discriminator technique is used to determine the first arrival of the pulse from each PMT. The direction is determined by the strike order of the panels. In the vertical position, most muons will be travelling downward. In the horizontal position, the nominal ratio of muons traveling forward versus backward is 50/50. The muon detector was configured with three PMTs per panel. For directionality experimentation, the data collection and storage settings were such that only events that struck all 3 panels were recorded. Muon datasets were collected at Sandia National Laboratories in Albuquerque, NM in both the upright and the inverted vertical configurations, and forward and reverse orientations with N-S and E-W alignment. The direction of the muons for the datasets is tabulated in Table 1.
Table 1. Tabulated data of direction of muons through the detector in both orientations for vertical and horizontal positions. Each dataset is 1 hour of data collection. The unresolved direction muons are those where difference in arrival times at the outermost panels is less than 4.8 ns.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Up/North/East Traveling Muons</th>
<th>Down/South/West Traveling Muons</th>
<th>Unresolved Direction Muons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertical Up-Down</td>
<td>93 (&lt;1%)</td>
<td>9,890 (&gt;99%)</td>
<td>9,549</td>
</tr>
<tr>
<td>Vertical Down-Up</td>
<td>110 (&lt;1%)</td>
<td>17,131 (&gt;99%)</td>
<td>1,824</td>
</tr>
<tr>
<td>Horizontal N-S</td>
<td>761 (~54%)</td>
<td>664 (~46%)</td>
<td>1,136</td>
</tr>
<tr>
<td>Horizontal S-N</td>
<td>685 (~53%)</td>
<td>621 (~47%)</td>
<td>1,358</td>
</tr>
<tr>
<td>Horizontal E-W</td>
<td>715 (~49%)</td>
<td>742 (~51%)</td>
<td>1,260</td>
</tr>
<tr>
<td>Horizontal W-E</td>
<td>604 (~51%)</td>
<td>591 (~49%)</td>
<td>1,325</td>
</tr>
</tbody>
</table>

Similar ratios of muons travelling forward versus backward through the detector are shown when the detector is rotated 180 degrees, for both the vertical and the horizontal muon datasets. As expected, the vertical datasets show over 99% of muons traveling downward. Also as expected, the North-South horizontal datasets show approximately 50%-50% North-traveling versus South-traveling and East-traveling versus West-traveling muons.

However, the muon directions for the horizontal data are not exactly 50%-50%. Comparison of the N-S configuration dataset to the S-N configuration dataset suggests that there may have been slightly more North-traveling muons during the data collection than South. Additionally, the data showing more North-traveling is less exaggerated in the S-N dataset than the N-S dataset while comparison of the E-W dataset to the W-E dataset shows a slight reversal. One interpretation of these data is that the detector system has an inherent bias toward collecting muons traveling in one direction through the system over the other. This may be due to the angle, mount efficiency, or construction of the PMT being used to trigger the acquisition. A longer data collection may be required to determine if this suggested bias is real. A more appropriate trigger method may be to trigger an event on the activation of any PMT in the system rather than on only one. The event discrimination by number of PMTs activated could still be applied and likely fewer muons would be missed. The much higher unresolved direction muons in the Up-Down configuration compared to the Down-Up configuration may also be attributed to a difference in detection efficiency in one direction versus the other on the trigger PMT. Other possible causes for directional bias may be slight variance in cable construction, PMT assembly, gains, or time spread in the detectors. Finally, the number of muons that could not be resolved for direction is higher than expected, meaning the directional percentages have a high amount of error. Lower jitter PMTs or farther panel spacing...
Muon count data in the upward and downward directions over the 28-day data collection in the TA-41 tunnel are shown in Fig. 8. Each bin represents a two-hour window of data collection centered at the labeled time of day. The means were computed for each daily time window over the 28-day period with error bars showing standard error. These data indicate approximate counts of 1-2 upward moving muons and 550 downward muons per hour. Muons of unresolved direction are not included.

The muon counts per unit area are lower than those previously reported [16] from the same location. This is likely due to the much lower acceptance angle of the present system. Other possible contributors to fewer muon counts may be missed muons from suboptimal trigger threshold/trigger method and exclusion of the muons with unresolved direction.

**Single Panel Machine Learning Calibration**

A training dataset was created using pulses of a 470 nm wavelength LED at various positions across the panel. The relationship of signal magnitude and position on the panel was determined to be non-uniform (Fig. 9) and thus the initial mathematical derivations of position were inappropriate for this system. A machine learning technique was adopted.

![Figure 9](image-url)
Features of the PMT data in the training set were extracted including magnitude, normalized magnitude, full-width half-maximum, and time of arrival. Machine learning systems were trained to learn the relationship between the extracted signal features and the known X and Y positions on the panel. The learned input/output relationship was used to analyze a separate XY dataset to determine the efficacy of the algorithm. Support Vector Machines (SVMs), artificial neural networks (ANNs), and Gaussian Process Regression (GPR) machine learning techniques were all attempted with success but GPR provided the most consistent results in these experiments. All relevant figures show GPR results. It was determined that full-width half-maximum and time of arrival features did not improve performance, which was expected due the time spread of the PMTs and the similarity of pulse shapes and rise times.

<table>
<thead>
<tr>
<th>Actual Position</th>
<th>Computed Position</th>
<th>Standard Deviation</th>
<th>Computed Position</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>X Y</td>
<td>X Y</td>
<td>σ₁</td>
<td>X Y</td>
<td>σ₁</td>
</tr>
<tr>
<td>15.24</td>
<td>15.24</td>
<td>0.187</td>
<td>15.196</td>
<td>0.142</td>
</tr>
<tr>
<td>22.86</td>
<td>22.86</td>
<td>0.523</td>
<td>22.479</td>
<td>0.411</td>
</tr>
<tr>
<td>30.48</td>
<td>30.48</td>
<td>0.668</td>
<td>30.490</td>
<td>0.297</td>
</tr>
<tr>
<td>38.1</td>
<td>38.1</td>
<td>0.347</td>
<td>38.084</td>
<td>0.307</td>
</tr>
<tr>
<td>45.72</td>
<td>45.72</td>
<td>0.452</td>
<td>45.758</td>
<td>0.053</td>
</tr>
<tr>
<td>53.34</td>
<td>53.34</td>
<td>0.424</td>
<td>53.332</td>
<td>0.058</td>
</tr>
<tr>
<td>53.34</td>
<td>53.34</td>
<td>0.438</td>
<td>53.332</td>
<td>0.058</td>
</tr>
<tr>
<td>60.96</td>
<td>60.96</td>
<td>0.238</td>
<td>60.932</td>
<td>0.010</td>
</tr>
<tr>
<td>60.96</td>
<td>60.96</td>
<td>0.238</td>
<td>60.932</td>
<td>0.010</td>
</tr>
<tr>
<td>53.34</td>
<td>53.34</td>
<td>0.438</td>
<td>53.332</td>
<td>0.058</td>
</tr>
<tr>
<td>60.96</td>
<td>60.96</td>
<td>0.238</td>
<td>60.932</td>
<td>0.010</td>
</tr>
</tbody>
</table>

Table 2. Tabulated machine learning performance data comparing results from using 3 PMTs against results from using 4 PMTs at the same gain setting. All values are in cm. With the addition of the 4th PMT, the mean area of the ellipses of these select locations was approximately 42% smaller than in the 3 PMT configuration with the center point ellipse being ~17% smaller, the three initially instrumented corners at ~29% smaller, and largest improvements showing in the previously blind corner at ~96% smaller.

The PMT responses to the calibration dataset from the four corners of the panel were recorded with the muon data recorder hardware and software. Normalized magnitudes of the PMT responses and the known X and Y positions were recorded for each flash of the LED. Data from two-hundred LED flashes from each of the 81 grid positions were used to train a GPR machine learning tool in MATLAB. A separate verification dataset of one-hundred more LED flashes was used to test the trained algorithm. The resultant calculated strike positions of the verification dataset were used to generate statistical Gaussian ellipses to estimate precision in various locations on the panel. Figure 10 depicts the computed positions from the verification dataset using a GPR trained on the training dataset. Configurations using different numbers of PMTs and low versus high gain were tested. The highest precision implementation uses all 4 PMTs at high gain, although 3 PMTs at high gain also performed well.
Figure 10. Results of machine learning algorithm trained on calibration data, tested on separate data. Horizontal and vertical axes are in inches. Four configurations of PMTs are shown: With only 2 PMTs and high gain on the left corners (Top Left), with 4 PMTs and low gain (Top Right), with 3 PMTs and high gain on the top left, bottom left, and bottom right corners (Bottom Left), and with 4 PMTs and high gain (Bottom Right). Red ellipses denote the area where 90% of the test data is computed.

Each red ellipse in Figure 10 shows the elliptical radii where 90% of the predicted data falls for that position. The intervals were calculated based on the verification data set which was not used in training the GPR. The probability cloud for each point is shown in white and is normalized by its height for the display purposes of this plot. Table 2 shows the actual known position, predicted center position, and long and short-axis ellipse standard deviations of the computed verification data interaction point positions plotted in Fig. 10. Spatial resolution of the panel is estimated from these data. In the best configuration, the largest ellipse was approximately 3.9 cm$^2$ with radii of 0.44 cm and 2.8 cm. The mean ellipse area was 0.84 ± 0.33 cm$^2$ and mean short and long radii
were 0.22 ± 0.05 cm and 0.86 ± 0.21 cm respectively. The range denotes standard error about the mean. This is interpreted as a <2.8 cm spatial resolution with higher resolution in most places.

With PMTs on each of the four corners, probability clouds in symmetric positions about the panel center should be of similar size. However, the system is sensitive to nonuniformities in the reflective covering around the PVT panel. In addition to a tendency to wrinkle and an unavoidable wrapping seam, the reflective aluminum foil develops slack which creates non-uniform space between the foil and the panel. A large change in PMT response was observed during LED calibration when the foil is pressed flat compared to being left loose. Additionally, variances in coupling efficiency of the PMTs and uniformity of the panel may be sources of asymmetries in recorded data.

3-D Muon Path Tracking

As a conceptual demonstration, 3-dimensional lines are fit to the individual X and Y positions calculated from the GPR model on each panel. The GPR model used was from the LED calibration of one panel in the 3-PMT high-gain configuration. Figure 11 shows a set of 100 random simulated muon tracks and a set of 100 computed muon tracks from real data.

![Figure 11](https://example.com/f11.png)

**Figure 11.** MATLAB simulated muon tracks generated by random XY positions on panels 1 and 3 with a line drawn between (Left) and muon tracks computed from real data as a conceptual demonstration (Right). The model generated from the calibration dataset from the center panel was applied to all three scintillator panels.

The computed muon tracks tended to avoid the edges of the panels rather than randomly distribute across the surface as expected. This grouping away from the edges indicates that the tracks are not always accurate with this initial test. Muons that struck panels near the edges were likely given solutions that fell inside the bounds of the LED training dataset. The hole grid for LED calibration does not extend to the edges of the panel which likely makes extrapolation beyond the grid unreliable. A calibration grid that extends to the outer edges of the panel or an acceptance technique that ignores edge effects is recommended.

There are many ways that muon track accuracy can be improved and confirmed over this conceptual demonstration with minimal or even zero changes to the system. First, while the recorded PMT signals from LED pulses are visually similar in pulse width, shape, and amplitude to those of muons, LED flashes are not a perfect representation of scintillation events; the panel can be calibrated using muons as described in Materials and Methods. Second, the same GPR model parameters were applied to all three panels rather than using individual models generated from the calibration data of each panel; individual calibration sets for each panel should be generated. Third, non-uniformities in the reflective coverings can be eliminated by constructing the panels with reflective adhesive coating or even a nonreflective covering. Finally, only 3 points are used to fit the linear muon track; additional panels could improve resolution. Each of these possibilities are subjects of future work for this detector system.

Discussion

Stacked plastic scintillator panels with side or corner mounted PMTs may be an attractive technology to muon tracking experimentalists due to their modularity, ease of use, and stacking simplicity. The potential for a low number of PMTs and simple configurability could lead to low-cost systems with many features, which could make muon tracking accessible to a wider base of researchers and laboratories. The system described here has three panels but could easily be modified to have many more. Each additional panel improves the precision computed tracks by making a best straight-line fit to the data. After calibration of the initial panels, additional panels could be automatically calibrated. As an example feature of a many-panel system, an object could
be placed between panel stacks and the angle of muon deflection from one stack to the next could be used to image the density structure of the object similar to previous work [8,23] performed using drift tube muon trackers. The frame of the present detector was designed to be robust, with outdoor applications and field deployments in mind but panels could be made smaller and less bulky frames can be constructed; trading some muon flux for potentially improved resolution and system maneuverability.

The LED calibration experiments provide insight into the implementation of scintillation camera or “Anger logic” on large sheets of plastic scintillator with widely spaced PMTs mounted at the corners. Where PMTs with low transit time jitter could theoretically be used to directly triangulate muon interaction points in the present system, direct computation by magnitude appears to be more complex. The traditional gamma camera approach computes a weighted sum (or difference) of response energies of a PMT grid attached to a scintillator crystal. The system is calibrated by placing a collimated gamma source in known locations and adjusting the weighting coefficients until the computed position matches the known position. This technique is effective with a closely spaced grid placed a distance from the edge of the scintillator to avoid edge effects. However, with the system described herein, having PMTs mounted on the corners of a large slab of plastic scintillator, some assumptions of the traditional approach are no longer valid.

The theoretical relationship of measured intensity as a function of distance from the PMT is exponential. While this relationship is supported by experimental data from LED flashes over most of the panel, the data shows deviation near the edges and corners as well as important local maxima and minima in many locations even beyond half-way across the panel. The LED evaluations are not a perfect representation of scintillation events in the panel and error may have been introduced by small discrepancies of introduction hole geometries, PMT mount angle, and/or other assembly imperfections. However, observations from this dataset suggest that calibration of the optical intensity response over the full panel is necessary in practice. The complex but repeatable intensity characterization in the LED test suggests that machine learning from a calibration dataset is an appropriate approach to implementing “Anger logic” on systems like the one described.

Additional complexities are introduced by the practical difficulty of applying a uniform reflective covering to the faces of the PVT panel to improve photon collection efficiency. The tendency of applied foil to crease, wrinkle and bow leads to important nonlinearities across the panel. It was observed in this work that PMT responses can be considerably altered by simply flattening a bowed section of the foil against the panel face. Non-uniform reflective coverings make the intensity versus distance relationship less predictable and could cause large errors in data interpolation. A more uniform construction could be accomplished using rigid reflective materials, or an optical coating deposited directly to the surface of the PVT.

Performance of the machine learning technique to accurately localize LED flashes even with wrinkled reflective panel covering demonstrates its robustness in this application. Observance of the larger localization clouds near the center of the panel suggest that higher resolution could be achieved with slightly smaller panels.

Data in this report suggests that a low-cost muon tracker can be developed with few PMTs and intact panels of plastic scintillator material. The data further suggest that the sophisticated DAQ system employed here may not be necessary for muon tracking in similar systems after initial developments are complete because full PMT waveform digitization on all channels will not be necessary for operation. The system developed here serves as a flexible, expedient platform for development of scintillation camera muon tracker techniques.

**Conclusions and Future Work**

A scintillation camera type implementation of a muon tracker was developed using solid square
slabs of plastic scintillator material with photomultiplier tubes mounted at the corners. The relative response amplitudes of each PMT were used to compute the strike position on the panel by prediction from a machine learning algorithm trained from muon-mimicking LED flashes on a grid. The effects of PMT gain and number were assessed. Muon directionality measurement was tested in Up-Down, North-South, and East-West configurations with measured direction count ratios close to the expected values of >99/<1, 50/50, and 50/50 respectively.

A direct triangulation method based on TOF was derived and effectively demonstrated using cables of varying length. However, the TOF method was determined infeasible with the current system hardware due to timing jitter on the PMTs. The timing jitter also increases the necessary total system length in order to confidently determine the direction a muon goes through the system. A direct mathematical derivation like that of the TOF method was not applied to amplitude triangulation method due to the nonuniformities in the amplitude response of the panel.

It was concluded that scintillation camera techniques are viable for building a muon tracking system with minimal PMTs and other parts. A machine learning algorithm was implemented to learn the relationship of X and Y panel positions to the PMT response magnitudes. While 3 PMTs are all that is required, addition of a fourth PMT on the blind corner improves resolution and reliability. Position probability clouds are larger toward the center of the panel, indicating that slightly smaller panels may improve resolution.

Future work will include PMTs optimized to minimize timing jitter and overall detector size, improved uniformity in the panel coatings, triggering data acquisition on any PMT rather than just one, radiation source and/or coincident scintillator calibration methods, calibration to the edges of each panel, computed muon path verification, and image generation applications. The combination of TOF and machine learned amplitude methods will be investigated to enhance the performance of the system.

In future work, the panel stack will also enable computation of spatial resolution of the integrated system using data from muon track linear fits. Over a long data collection, the distribution of fit residuals on each panel will produce a statistical representation of resolution. With precise calibration data for the machine-learned algorithm on all three panels, time resolution is also expected to improve. Knowledge of strike position enables knowledge of light signal propagation time in the panel which can be corrected for.

The stack of 3 panels and the muon rejection and saving logic enables an estimation of detection efficiency of the center panel by comparison with the top and bottom panels. The method works because any muons that pass through the top and bottom panels must also pass through the middle panel. This was a missed opportunity in the present data because the integrated system was always triggered from the center panel, meaning the data will not show missed muons on the center panel. By comparison, coincident strikes on the top and center panels does not enable estimation of detection efficiency of the bottom panel because muons can take paths that miss it. Future data acquisitions will trigger from a top or bottom panel or by OR logic.
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